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Challenges

High dimensionality and many        
observations require much                               

computational power

Multidimensionality poses 
visualization issues

Correlation matrix



Challenges

� Distributions of wavelengths are not easily 
separable (variable 691-700 seen in plot).

� Non-regular clusters

TSNE plotHistograms



Using a first order moment model

Aim to find the simplest model, which is still useful
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Solution structure

Principal 
component 

analysis

•Normalization
•Linear vs. kernel PCA
•Reconstruction of 
data

•Optimization of 
number of 
components

Least-square 
support 
vector 

machine

•Min-max 
transformation

•Choice of kernel
•Tuning of hyper-
parameters

•Evaluation of results

Correction for 
prior 

distribution

•Computing priors
•Comparison to 
obtained 
classifications 
correcting wrt. to prior 
knowledge



Principal component analysis

� Normalization

� Linear vs. kernel PCA
� KPCA showed unstable estimates and worse in terms of MSE

� Reconstruction of data (denoising)

� Optimization of number of components
� Optimized linear PCA reduced noise and improve MSE

� Small wavelengths have the least explanatory power



Least-square support vector machine

� Min-max standardization

� Construction of optimal hyperplane separating classes

� Constrained quadratic optimization

� Construction of Lagrangian

� Free of charge change between primal and dual space

� Choice of kernel

� Gaussian or epanechnikov (for improved performance)

� Tuning of hyper-parameters

� Sparcity knob and kernel bandwidth

� Construction of validation and test set and evaluation of 
results

Source: Johan Suykens, Least-square support vector machines, 2002



Correction for prior distribution

� Exploit the problem structure 
in the classification
� 3 replications x 32 scans

� Choosing a decision 
heuristic to classify samples

� Given the data collection 
the model is biased

Treated Wood 51.7%

Virgin Wood 32.6%

Disposal Wood 15.7%

� Decision heuristic: For a sample, compute the fractional split from the LS-SVM predictions. 
Assign the sample to the class with the largest increase with respect to the priors.

Source: Åsmund Rinnan



Correction for prior distribution

� Example of decision heuristic

Wood type Number of 
classifications Percentage

Percentage 
points above 

prior

Treated Wood 53 55.2% 3.5

Virgin Wood 10 10.5% -22

Disposal Wood 33 34.3% 19
Source: Åsmund Rinnan



Questions


